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Abstract

In this paper we develop a generic, dynamic, nonequilibrium (NEQ) stage model for reactive distillation (RD) columns. The main
features of our model are: (1) use of theMaxwell}Stefan equations for describingmass transfer between #uid phases, (2) solid catalysed
reactions are treated using a pseudo-homogeneous liquid phase model with the appropriate pseudo-homogeneous kinetic expressions
and (3) a comprehensive set of design correlations, for both trays (sieve, bubble caps) and packings (random dumped, structured), for
hold-up andmass transfer have been incorporated into the software package following earlier work (Taylor et al., Comput. Chem. Eng.
18 (1994) 205). We report some interesting dynamic features of RD columns by examining the response of a column for methyl
tert-butyl ether (MTBE) synthesis to perturbations in the feed of methanol, iso-butene or n-butene. When operating at a high-
conversion branch of the bifurcation diagram, small perturbations are shown to lead to a transition to a low-conversion branch. The
NEQ model is shown to be more susceptible to feed perturbations than a conventional equilibrium (EQ) model with constant
component e$ciencies. The di!erences between the dynamic behaviour of trayed and random-packed columns are also emphasised in
this work. The dynamic behaviour of the column has been interpreted on the basis of the iso-butene recycle #ow in the column. It has
been shown that the size, type and duration of a feed perturbation causing a transition from one to another steady state depends on
the model description, on the column con"guration and on the residence time distribution along the column height. Experimental
veri"cation of the developed dynamic model is obtained by comparison with the experimental results of Mohl et al. (Chem. Eng. Sci.
54 (1999) 1029) for synthesis of tertiary amyl ether (TAME). � 2001 Elsevier Science Ltd. All rights reserved.

Keywords: Reactive distillation; Equilibrium stage model; Nonequilibrium stage model; Multiple steady states; Nonlinear dynamics; Maxwell}Stefan
equations; Methyl tert-butyl ether synthesis

1. Introduction

In their in#uential review article on reactive distilla-
tion (RD), Doherty and Buzad (1992) wrote `2steady
state simulations are inadequate for assessing the e!ec-
tiveness of operability and control schemes for reactive
distillation columns... control schemes with good steady
state measures frequently fail under dynamic conditions,
and that the failure was discovered only by using the full
nonlinear dynamic simulation. ....There are good oppor-
tunities for productive research in this area, including
such e!ects as the existence of multiple steady states in
reactive distillation and strategies for operating at the
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desired onea. This statement is supported by anecdotal
evidence in the literature on the complex behaviour of
RD pilot plant columns (Bravo, Pyhalathi, & Jaervelin,
1993).
To describe the dynamics of RD columns, three types

of models exist in the literature (a comprehensive review
is available in Taylor and Krishna (2000):

(1) equilibrium (EQ) stage model (Abufares & Douglas,
1995; Bartlett &Wahnscha!t, 1998; Espinosa, Marti-
nez, & Perez, 1994; Grosser, Doherty, & Malone,
1987; Kumar & Daoutidis, 1999; Moe, Hauan, Lien,
& Hertzberg, 1995; Perez-Cisneros, Schenk, Gani,
& Pilavachi, 1996; Scenna, Ruiz, & Benz, 1998;
Schrans, de Wolf, & Baur, 1996; Sneesby, TadeH ,
& Smith, 1998b);

(2) EQ stage model with "xed stage e$ciencies (Alejski
&Duprat, 1996; Ruiz, Basualdo, & Scenna, 1995) and
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Fig. 1. Schematic representation of an NEQ stage.

(3) nonequilibrium (NEQ) stage model for packed RD
column (Kreul, Gorak, Dittrich, & Barton, 1998).

The primary objective of the current paper is to "rst
develop a rigorous dynamic NEQ model for RD col-
umns, for both sieve tray and randomly packed con"g-
urations. The model development presented here is an
extension of the steady-state NEQ model for RD col-
umns published earlier (Baur, Higler, Taylor, & Krishna,
2000; Higler, Taylor, & Krishna, 1998, 1999c,d; Higler,
Krishna, & Taylor, 1999a,b, 2000). With the developed
NEQ model we study the di!erences in the RD column
dynamics predicted by the NEQ model with the more
widely used EQ model (often with a stage e$ciency). We
study the di!erences in the dynamics of two typical RD
hardware con"gurations, a sieve tray column and a ran-
domly packed column. Experimental veri"cation of the
developed dynamic model is obtained by comparison
with the experimental results of Mohl et al. (1999) for
synthesis of tertiary amyl ether (TAME).

2. Dynamic nonequilibrium (NEQ) model development

2.1. Balance relations

The dynamics of a stage are determined, inter alia, by
the storage capacity, or accumulation, of mass and
energy in the vapour and liquid phase on any given stage.
We develop below the transient balances for a contacting
stage portrayed in Fig. 1. Both the vapour and liquid
phases on the stage are assumed to be well mixed. The
time rate of change of the number of moles of component
i in the vapour (M�

�
) and liquid (M�

�
) phases on stage j are

given by the following balance relations:
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where �
���
is the interfacial mass transfer rate. A total of

r chemical reactions take place in the liquid phase and
R

���
is the rate of reaction k on stage j, �

���
represents the

stoichiometric coe$cient of component i in reaction
k and ��

�
represents the volumetric liquid hold-up on

stage j. Heterogeneous chemical reactions taking place
inside catalyst particles are taken account of by using
a pseudo-homogeneous description by use of catalyst
e!ectiveness factors and e!ective reaction rate constants
(Higler et al., 2000; Sundmacher & Ho!mann, 1994). The

feed entering the column at any inlet is treated as follows.
The liquid portion of this feed enters the feed tray speci-
"ed and the vapour portion enters the tray above. The
feed #ow rate of component i in the vapour phase to
stage j is z�

���
F�
���
and the feed #ow rate of component i in

the liquid phase to stage j is z�
���
F�
���
where z�

���
and z�

���
are

the corresponding mole fractions of the feed streams. In
order to determine these quantities the program includes
adiabatic and "xed ¹}p #ash calculation routines.
The overall molar balances are obtained by summing

Eqs. (1) and (2) over the total number of components, c in
the mixture:
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The mole fractions of the vapour and liquid phases are
calculated from the respective phase molar hold-ups:
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Only c!1 of these mole fractions are independent
because the phase mole fractions sum to unity:
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In our model c!1 molar component balances (1) and (2)
have been implemented along with Eqs. (3)}(6).
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Fig. 2. Composition and temperature pro"les within the vapour and
liquid `"lmsa. The NEQmodel takes account of the enhancement of the
mass transfer due to chemical reaction within the di!usion "lm in the
liquid close to the interface.

The energy balances for the vapour and liquid phases
are written in terms of the energy `hold-upsa in the
vapour and liquid phases on stage j:
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where �
�
represents the interphase energy transfer rate

and Q
�
the heat addition (or removal) via external heat

exchange. The energy hold-ups are related to the corre-
sponding molar hold-ups via the stage enthalpies
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There is no need to take separate account in Eq. (8) of the
heat generated due to chemical reaction since the com-
puted enthalpies include the heats of formation. The
phase temperatures ¹�

�
and liquid ¹�

�
are determined

from the corresponding phase enthalpies using an ideal
or excess enthalpy model.

2.2. Interfacial mass and energy transfers

The resistance to mass and energy transfer is assumed
to be located in thin `"lmsa adjacent to the vapour}
liquid interface; see Fig. 2. The liquid phase di!usion "lm
thickness ��
 is of the order of 10 �m and the vapour
phase di!usion "lm thickness ��
 is of the order of
100 �m. The storage capacity for mass and energy in
these "lms is negligibly small compared to that in the
bulk #uid phases and so the interfacial transfer rates can
be calculated from quasi-stationary interfacial transfer
relations. For transfer within the vapour phase di!usion
"lm (superscript <f ) we have
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Here ��
 represents the dimensionless distance along the
liquid di!usion path: ��
"0 at the edge of the "lm (of
thickness ��
) and ��
"1 at the vapour}liquid interface;
see Fig. 2. The interfacial transfer rates are constant
across the vapour phase di!usion "lm. The situation
within the liquid phase di!usion "lm is more complex for
we need to take account of the chemical reaction within
this "lm:
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A represents the interfacial area and A��
 represents the
volume available for liquid phase chemical reaction. The
coupling of di!usion and chemical reaction within the
liquid "lm is particularly important for fast chemical
reactions (Hatta number exceeding unity). For solid
catalysed chemical reactions our approach is to use
pseudo-homogeneous reaction rates; in such cases there
will be no coupling of chemical reaction and di!usion
within the liquid "lm.
In order to solve Eqs. (10)}(13) for each stage j in the

column we need constitutive relations for the interfacial
mass and energy transfer rates. The molar transfer rate
��


�
in the liquid phase is related to the chemical poten-

tial gradients by the Maxwell}Stefan equations (Krishna
&Wesselingh, 1997; Taylor &Krishna, 1993; Wesselingh
& Krishna, 2000)
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represents the mass transfer coe$cient of the i}k pair
in the liquid phase; this coe$cient is estimated from
information on the corresponding Maxwell}Stefan dif-
fusivity n�

���
using the standard procedures discussed in

Taylor and Krishna (1993). Only c!1 of Eq. (14) are
independent. The summation equations hold:
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The interphase energy transfer rates ��
 have conduc-
tive and convective contributions
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where h�
 is the heat transfer coe$cient in the liquid
phase. A relation analogous to Eq. (16) holds for the
vapour phase.
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At the vapour}liquid interface we assume phase equi-
librium
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where the subscript I denotes the equilibrium composi-
tions and K

�
is the vapour}liquid equilibrium ratio for

component i. At the interface we have continuity of mass
and energy:
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2.3. Properties, hydrodynamics and mass transfer

The NEQ model requires thermodynamic properties,
not only for calculation of phase equilibrium but also for
calculation of driving forces for mass transfer and, in
reactive distillation, for taking into account the e!ect of
nonideal component behaviour in the calculation of reac-
tion rates and chemical equilibrium constants. In addi-
tion, physical properties such as surface tension, di!usion
coe$cients, viscosities, etc. for calculation of mass (and
heat) transfer coe$cients and interfacial areas are re-
quired. For the most part the property models we use are
those recommended by Reid, Prausnitz, and Poling
(1988) and by Danner and Daubert (1983). The details of
the models used for estimation of di!usivities are dis-
cussed in standard texts (Reid et al., 1988; Seader & Hen-
ley, 1998; Taylor & Krishna, 1993).
In the dynamic NEQmodel, hardware design informa-

tion must be speci"ed so that mass transfer coe$cients,
interfacial areas, liquid hold-ups and pressure drops can
be calculated. A listing of the correlations for tray and
packed columns implemented in the program is given in
Baur et al. (2000) and Taylor, Kooijman, and Hung
(1994). The theory behind the tray and packed column
design is available in Fair, Steinmeyer, Penney, and
Croker (1997), Kooijman (1995), Lockett (1986), Stich-
lmair and Fair (1998) and Taylor and Krishna (1993).
Interested readers can download the technical manual
from the ChemSep website: http://www.clarkson.edu/
&chengweb/faculty/taylor/chemsep/chemsep.html,
which contains details of all thermodynamics, hydrodyn-
amics and mass transfer models for tray and packed
columns which have already been implemented into our
reactive distillation software. The code for these models
represents a large fraction of the overall program size.
For a sieve tray column, for example, the volumetric

liquid hold-up on the tray can be calculated from know-
ledge of the active (or bubbling) tray area, A

���
, and

estimation of the clear liquid height, h
��
:
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The clear liquid height can be estimated from correla-
tions of Bennett, Agrawal, and Cook (1983) or Barker

and Self (1962). If the tray spacing is h
�
, the volumetric

hold-up of the vapour phase can be calculated from
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2.4. Summary of model equations for a single stage

Table 1 summarises the set of equations describing the
vapour and liquid phases for a single stage. The number
of di!erential equations on a single stage is 2c#2. The
partial di!erential equations that describe mass transfer
through the vapour and liquid "lms are discretised over
the "lm thickness by application of a "nite di!erence
scheme, with "xed grid points.

2.5. Condenser and reboiler conxguration

The liquid hold-up in the reboiler and condenser is
usually much larger than the hold-up on a particular
stage. High liquid hold-ups lead to operational robust-
ness, but also cause the equations to be very sti!. In our
dynamic NEQ model implementation, liquid bu!ers are
incorporated at the top and bottom, as indicated in
Fig. 3. The partial, or total, condenser is followed by
a re#ux drum bu!ering the condensate. A partial conden-
ser is modelled as an equilibrium stage (Seader &Henley,
1998). The re#ux drum is considered to be a well-mixed
system with a speci"ed volumetric capacity. The mean
liquid residence time and dynamic characteristics are
therefore fully determined with this speci"cation. There is
an option to consider liquid phase reactions taking place
in the re#ux drum and in the reboiler; in the simulations
presented below we did not consider such reactions.
The liquid leaving the bottom of the column is led to

a reboiler drum with a speci"ed volumetric capacity
(hold-up) and assumed to be well mixed. The contents are
then transferred to a partial, or total reboiler. A partial
reboiler is modelled as an equilibrium stage.

2.6. Numerical solution

The resulting set of di!erential-algebraic (DAE) equa-
tions is solved using BESIRK (Kooijman, 1995; Kooijman
& Taylor, 1995). BESIRK is a semi-implicit Runge}Kutta
method originally developed by Michelsen (1976) and
extended with an extrapolation scheme (Bulirsch &
Stoer, 1966), improving the e$ciency in solving the DAE
problem. The evaluation of the sparse Jacobian is prim-
arily based on analytical expressions, except for the com-
putation of entries for correlations like enthalpies, mass
and heat transfer coe$cients, hold-ups and pressure
drops.
Our program also supports steady-state computations

using Newton's method, as outlined in Taylor et al.
(1994). In addition, the program is equipped with a
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Table 1
Model equations for single-stage nonequilibrium model. The model equations are either ordinary di!erential equations (ODE), partial di!erential
equations (PDE), or algebraic equations (AE). The number of discrete points in the liquid "lm is denoted with n¸, and in the vapour "lm with n<

Bulk liquid phase Bulk vapour phase

Description of Number of Type Eq. no. Var. Number of Eq. no. Var.
equation equations equations

Total molar balance 1 ODE Eq. (4) M�
�

1 Eq. (3) M�
�

Molar component c!1 ODE Eq. (2) M�
���

c!1 Eq. (1) M�
���

balance
Mole fractions c AE Eq. (5) x

���
c Eq. (5) y

���
Summation 1 AE Eq. (6) 1 Eq. (6)
Energy balance 1 ODE Eq. (8) E� 1 Eq. (7) E�

Energy hold-up 1 AE Eq. (9) ¹�
�

1 Eq. (9) ¹�
�

Volumetric hold-up 1 AE Eq. (19) ¸ 1 Eq. (20) <

`Filma liquid phase `Filma vapour phase

Molar component n¸�c PDE Eq. (12) ��

���

c Eq. (10) ��

���

balance
Maxwell}Stefan n¸�(c!1) PDE Eq. (14) x�


��
n<�(c!1) Eq. (14) y�


��
equations
Summation n¸�1 AE Eq. (15) n<�1 Eq. (15)
Energy balance n¸�1 PDE Eq. (13) ��


�
n<�1 Eq. (11) ��


�
Energy transfer rate n¸�1 PDE Eq. (16) ¹�


�
n<�1 Eq. (16) ¹�


�
Total: (5c#8#n¸�(2c#2)#n<�(c#2)) implemented equations per stage

Fig. 3. Condenser and reboiler model con"gurations.

continuationmethod for analysis of multiple steady-state
behaviour. For more details about this continuation
method the reader is referred to Wayburn and Seader
(1987) and Kubicek (1976).
The simulations have been performed on a PC (Pen-

tium II 286 MHz). An NEQ model with 17 stages con-
tains approximately 2000 equations and requires about
30 min computing time to reach a new steady state
following a perturbation. An EQ stage model has about
300 equations, and needs only a couple of minutes for the
same problem.

3. Dynamics of sieve tray RD column: EQ vs. NEQ
models

In order to illustrate the dynamics of RD columns we
undertook a case study involving the synthesis of methyl

tert-butyl ether (MTBE). The column con"guration
chosen for the simulations is shown in Fig. 4; this is the
con"guration described by Jacobs and Krishna (1993) in
their simulation study using the EQ stage model. The
total number of stages is 17, including a total condenser
and a partial reboiler; the column pressure is 1115 kPa.
Reactive stages are located in the middle of the column,
stage 4 down to and including stage 11. The column has
two feed streams: a methanol feed and a mixed butenes
feed. A small stoichiometric excess of methanol is used.
Themixed butenes feed, to stage 11, contains a mixture of
iso-butene, which is reactive, and n-butene, which is
nonreactive or inert. The re#ux ratio is set to 7 and the
reboiler heat duty is either set to 39.87 MW or varied
(as a continuation parameter). The product removed
from the top of the column is predominantly the inert
n-butene. The bottoms product consists predominantly
of MTBE. For a properly designed and operated column
it is possible to achieve close to 100% conversion of iso-
butene.
The column diameter was chosen to be 6 m. The strip-

ping, rectifying and reactive sections consist of sieve
trays. The con"gurations of the sieve trays are: total tray
area"28.27 m�; number of liquid #ow passes"5; tray
spacing"0.7 m; liquid #ow path length"0.97 m; frac-
tional active area"0.76; fractional hole area"0.1; frac-
tional downcomer area"0.12; hole diameter"4.5 mm;
weir height"50 mm; total weir length"22 m; weir
type"segmental; downcomer clearance"0.0381 m;
tray deck thickness"25 mm. The "ve-liquid-pass tray
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Fig. 4. Con"guration of the MTBE synthesis column, following Jacobs
and Krishna (1993). The column consists of 17 stages. The reactive
stages are con"gured either as sieve trays (see Fig. 5) or packed with
catalytically active Raschig rings.

Fig. 5. (a) Five-liquid-pass sieve tray con"guration. (b) and (c) The
reactive section consists of catalyst envelopes placed along the liquid
#ow path.

con"guration is shown in Fig. 5(a). On each of the eight
stages in the reactive zone, 1000 kg of catalyst is intro-
duced in the form of `envelopesa placed along the #ow
path length; see Fig. 5(b) and (c). The details of such
a construction are available in the patent literature
(Jones, 1985). The total amount of catalyst in the reactive
zone is 8000 kg. The ion-exchange capacity of the cata-
lyst is 4.54 meq H�/g. The capacity of the re#ux drum is
taken to be 1.3 m� and that of the reboiler drum is 2.3 m�.
The UNIQUAC model was used for description of

liquid phase nonideality, while the Soave}Redlich}
Kwong equation of state was used for the vapour phase.
The extended Antoine equation was used for calculation
of the vapour pressure. Thermodynamic and kinetic data
are taken from Reh"nger and Ho!mann (1990a,b).
The "rst objective of our dynamic RD simulations is to

compare the results of EQ and NEQ models. The separ-
ation capability of the nonreactive stripping and rectify-
ing sections will also a!ect the overall column
performance. We decided to focus on the di!erences of
the EQ and NEQ modelling of the reactive section only
and, therefore, assumed the nonreactive stages to have
equal separation capability in both implementations. To-
wards this end, in the EQmodel implementation we have
assumed a tray e$ciency of 65% for the nonreactive
rectifying stages and 58% for the nonreactive stripping
stages; these values corresponded closely to the calcu-

lations of the NEQ model for the corresponding non-
reactive rectifying and stripping sections using the
A.I.Ch.E. calculation method for sieve tray mass transfer
(for details of this model see Lockett, 1986) and the
Hofhuis and Zuiderweg (1979) correlation for the estima-
tion of the interfacial area. For both EQ and NEQ
models, the fractional liquid hold-up on the tray is esti-
mated from the correlation of Barker and Self (1962). Of
course, in the NEQ model implementation of the non-
reactive stages, e$ciencies are not used in the calcu-
lations but can be calculated from the simulation results;
these stage e$ciencies vary for individual components.
GuK ttinger and Morari (1999a,b) have shown using an

EQ stage model that the phenomenon of multiple steady
states in RD is related to the speci"cation of the bottom
molar #ow rate as bifurcation parameter. They have
shown that use of the mass #ow rate makes the multipli-
city disappear. We "rst tried to con"rm their conclusions
employing the NEQ model. When using the molar bot-
toms #ow steady-state multiplicity is indeed observed
with the NEQ model; see Fig. 6(a). Also, in conformity
with the results of GuK ttinger and Morari (1999a,b), when
the bottoms #ow rate is expressed in volumetric terms,
this multiplicity disappears; see Fig. 6(b).
We carried out a series of steady-state simulations,

using the reboiler heat duty as continuation parameter;
see Fig. 6(c) and (d). For various component e$ciencies
in the reactive section the bifurcation diagrams were
obtained as shown in Fig. 6(d). The best match with the
rigorous steady-state NEQmodel was obtained when the
component e$ciencies in the reactive section were all
taken to be 0.8; see Fig. 6(c). In the dynamic simulations
to be reported below, we take E"0.8 in the reactive
section. Furthermore, the reboiler heat duty is taken as
39.87 MW. At this reboiler load three steady states are
obtained: (a) a high-conversion state, (b) a low-conver-
sion state and (c) an intermediate, unstable state.
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Fig. 6. Bifurcation diagram for NEQ model using (a) molar and (b) volumetric bottoms #ow rate as continuation parameter. (c) Comparison of the
bifurcation diagram for NEQmodel with EQmodel takingE"0.8 for reactive section. (d) Bifurcation diagram for sieve tray con"guration for various
e$ciency values in the reactive section.

We performed dynamic simulations of the RD col-
umns, starting with the high-conversion steady-state situ-
ation, and introducing a perturbation in the feed, 1 h
after start-up and lasting 1 h. Fig. 7 shows the MTBE
mole fraction in the bottom product stream predicted by
EQ and NEQ models for, respectively, methanol, iso-
butene and n-butene feed #ow rate perturbations.
For the EQ model, the system reverts back to the

initial steady state after the methanol feed was decreased
by 7% during the 1 h disturbance; see Fig. 7(a). Increas-
ing the perturbation duration up to 4 h, however, causes
a steady-state transition from the high-conversion
branch to the low-conversion branch of the bifurcation
diagram shown in Fig. 6(c). The dynamic response of the
NEQmodel is quantitatively di!erent. The system su!ers
already a steady-state transition when the methanol feed
is perturbed for 1 h. Fig. 7(b) and (c) shows a similar
system behaviour for EQ and NEQ models. For a 1 h
perturbation with 7% increase of the iso-butene feed the
EQ model predicts the system to revert back to its initial
high-conversion steady state, whereas the NEQ model
does not. As shown in Fig. 7(c), the same observation
holds for a 1 h perturbation with 7% decrease of the
n-butene feed. When the size of the perturbation is in-

creased to !10%, however, both EQ and NEQ models
su!er steady-state transitions from high- to low-conver-
sion states; see Fig. 7(d).
Starting at the low-conversion branch in Fig. 6(c),

Fig. 8(a) shows the dynamic response of the column to
a #15% methanol feed perturbation. The EQ model
recovers to its initial (low) conversion steady state. On
the other hand, the NEQmodel enjoys a transition to the
high-conversion state. For a #7% perturbation in the
n-butene feed, both EQ and NEQ models undergo
transitions from low- to high-conversion states; see Fig.
8(b). Fig. 8(c) shows the dynamic response of the column
to a !5% iso-butene feed perturbation. The EQ model
recovers to its initial (low) conversion steady state. On
the other hand, the NEQ model ascends to the high-
conversion state. For a !7% perturbation in the iso-
butene feed, both EQ and NEQ models migrate from
low- to high-conversion states; see Fig. 8(d).
As can be seen from the examples above, transitions

from one steady state to another can be triggered
depending on type, size and duration of a perturbation.
In order to understand the foregoing phenomena we
have to focus on the MTBE production within the react-
ive section. A column operating at a high-conversion
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Fig. 7. Dynamic responses of bottoms product temperature to (a) !7%MeOH, (b) #7% iso-butene, (c) !7% n-butene and (d) !10% n-butene,
1 h after column start-up. Starting steady state is the high-conversion one. Comparison of EQ and NEQ models for tray column con"guration.

steady state typically exhibits increasing MTBE produc-
tion rates from the top to the bottom of the reactive
section, where hardly any MTBE is decomposed (Hauan,
Hertzberg, & Lien, 1995; Baur et al., 2000). When operat-
ing at a low-conversion steady state, a signi"cant amount
of MTBE is already produced in the top section of the
reactive zone, close to the rectifying section. Conse-
quently, MTBE accumulates towards the bottom of the
reactive zone until chemical equilibrium is reached and
the reaction starts to proceed in the reverse direction. On
these stages a signi"cant amount of MTBE is decom-
posed into methanol and iso-butene, resulting in a lower
overall iso-butene conversion. Therefore, the low-conver-
sion steady state typically exhibits a larger internal iso-
butene recycle #ow through the condenser with higher
iso-butene concentration in the rectifying section.
Sneesby, TadeH , and Smith (1998a) have remarked that

the accompanying temperature rise suppresses the syn-
thesis reaction due to its exothermic nature. This was
also observed for the MTBE process studied in this
paper. When eliminating the temperature dependence of
the reaction by maintaining the reaction kinetics con-
stant, the region of multiplicity shrinks signi"cantly but
does not vanish. This indicates that reaction kinetics are

not the sole cause of multiple steady states; there are
additional factors such as the vapour}liquid equilibrium
and interactions between reactive and nonreactive col-
umn sections (GuK ttinger & Morari, 1999).
Since the column is fed with a small stoichiometric

excess of methanol, a transition from one steady state to
another steady state depends predominantly on the size
of the iso-butene recycle #ow and, thus on the #ows and
on the iso-butene concentration in the rectifying section.
Operating at a low-conversion steady state, a decrease of
the iso-butene concentration in the rectifying section
could possibly result in an extinction of the MTBE pro-
duction at the top of the reactive section causing a shift
from a low- to a high-conversion steady state. On the
contrary, an increase of iso-butene in the rectifying sec-
tion possibly triggers a transition from a high- to a low-
conversion steady state.
In order to illustrate this let us consider the steady-

state transition shown in Fig. 7(a). The NEQ model
predicts a transition from a high- to a low-conversion
steady state when the methanol feed is decreased by 7%
for 1 h. Fig. 9 presents the column pro"les of the internal
liquid molar #ow and the mole fractions of the reactants
iso-butene and methanol at three points in time: the start
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Fig. 8. Dynamic response to (a) #15%MeOH, (b) #7% n-butene, (c) !5% iso-butene and (d) !7% iso-butene feed #ow perturbations, 1 h after
column start-up and lasting for 1 h. Starting steady state is the low-conversion one. Comparison of EQ and NEQ models for tray column
con"guration.

Fig. 9. Column pro"les predicted by the NEQ model for the liquid molar #ow rate, iso-butene and MeOH mole fraction at t"1,2 and 25 h. The
MeOH feed #ow is perturbed by !7%. 1 h after column start-up. The initial steady state is the high-conversion one.

of the perturbance (t"1 h), its end (t"2 h) and when
the column reached the "nal low-conversion steady state
(t"25 h).
The internal #ows in the stripping section depend on

the reboiled liquid, hence on the heat of vaporisation of
the reboiler mixture and the speci"ed reboiler load. For

the con"gurations studied, the reboiler contains mainly
pure MTBE and its heat duty is "xed. This results in
nearly constant internal #ows along the stripping section
over time; see Fig. 9(a). A feed perturbation, in turn, will
mainly a!ect the internal #ows along the reactive section.
In case of a decreased methanol feed, less methanol is
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Fig. 10. (a) Bifurcation diagram for the NEQmodel in dependence of reboiler load and MeOH feed #ow. The solid lines indicate the turning points of
the fold bifurcation. (b) Region of multiplicity displayed in the parameter space of the MeOH feed #ow and reboiler load. The solid line shows the
region of multiplicity predicted by the NEQ model and the dashed line predicted by the EQ model with 0.8 e$ciency.

converted to MTBE in the beginning of the perturbation.
The unconsumed iso-butene, however, rises towards the
rectifying section. This leads to an increased MTBE pro-
duction in the upper part of the reactive zone and, on the
other hand, causes later on an MTBE accumulation and
decomposition in the reactive stages close to the strip-
ping section. The gradual increase of methanol on stages
9}13 indicates the rising MTBE decomposition during
the disturbance; see Fig. 9(c). Already at the end of
the perturbation, t"2 h, the iso-butene concentrations
in the rectifying section are signi"cantly higher; see
Fig. 9(b). When the methanol feed is reset to its original
value, the reaction rates at the top of the reactive zone
and the MTBE decomposition at the bottom do not
allow the system to revert back to its initial (high-conver-
sion) steady state. Obviously, this underlying mechanism
is not triggered for a 7% methanol feed increase. In that
case additional iso-butene is already consumed at the
beginning of the perturbation and a su$cient large iso-
butene recycle will never be reached.
Analogous considerations hold for other perturba-

tions. For example, an increase of the iso-butene or
a decrease of the inert feed #ow will enrich the rectifying
section with iso-butene, since both components have
roughly the same volatility. Therefore, transitions from
a high- to low-conversion steady state are possible, as
presented in Fig. 8(c) and (d), but not from a low- to
high-conversion steady state.
The column performance can be strongly in#uenced

by mass transfer when operating at a low-conversion
steady state (Baur et al., 2000). Increased mass transfer
resistance tends to a narrow the region of multiplicity.
This is due to the fact that the iso-butene mass transfer
rates are very close to the iso-butene consumption rates
when operating in a low-conversion steady state. Increas-
ing the mass transfer resistance mitigates the MTBE

production in the top and the MTBE decomposition
in the bottom of the reactive section. The overall
iso-butene conversion will become higher and, there-
fore, the iso-butene recycle #ow through the condenser
lower.
For the cases studied above, we previously observed

that an increase or decrease of the iso-butene recycle #ow
determines whether a system reverts to its initial steady
state or undergoes a transition to another steady state. In
Figs. 8 and 9 we compared the dynamic response with
those of an EQ model using a Murphree e$ciency of 0.8
in the reactive zone. The average component e$ciency
recomputed from the results of the NEQ model for both
high- and low-conversion steady state is approximately
0.7. A corresponding EQ model does not reveal a region
of multiplicity when employing an e$ciency of 0.7; see
Fig. 6(d). The employed Murphee e$ciency in the EQ
model is greater than the averaged component e$cien-
cies of the NEQmodel. This indicates that the EQ model
predicts higher separation and so less mass transfer
resistance in the reactive section than the NEQ model
does. Accordingly, the iso-butene recycle and the reac-
tion rates predicted by the NEQ model are smaller, too.
This makes the NEQ model more susceptible to per-
turbations than an EQ model. One should keep in mind
that both models employ the same hydrodynamic cor-
relations and exhibit a similar residence time distribution
along the column height. This is why the considerations
above can be based on the steady-state performance of
the NEQ and EQ models. In the next paragraph we will
see that di!erences in the residence time distribution
along the column height also have a signi"cant impact on
the column dynamics.
The observations described in the previous section are

also re#ected in a two-parameter bifurcation diagram.
Fig. 10(a) shows the bifurcation diagram for NEQ model
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Fig. 11. (a) Bifurcation diagram for the NEQmodel as a function of molar bottom #ow rate and MeOH feed #ow. The solid lines indicate the turning
points of the fold bifurcation. (b) Region of multiplicity displayed in the parameter space of theMeOH feed #ow and molar bottom #ow rate. The solid
eline shows the region of multiplicity predicted by the NEQ model and the dashed line predicted by the EQ model with 0.8 e$ciency.

as a function of reboiler load andmethanol feed #ow. The
latter parameter is subsequently used as the perturbation
parameter. The solid lines indicate the turning points of
the fold bifurcation. Projecting these turning points on
the two-parameter space, we can identify a region of
multiplicity; see solid line in Fig. 10(b). The dashed line in
Fig. 10(b) shows the turning points of the bifurcation
diagram for the EQ model. Note that the e!ect of en-
hanced separation in the reactive section results in a sig-
ni"cantly larger region where multiplicity can be found.
We consider now the NEQ model in some more detail

(similar considerations are also applicable to the EQ
model). The diamond marker in Fig. 10(b) denotes the
base case con"guration with a reboiler load of 39.87 MW
and a methanol feed #ow of 235 mol/s, as it has been used
for the perturbations in Figs. 7 and 8. The circle and
square show the location of perturbed steady states when
the methanol feed is varied by $7%. Both perturbed
steady states are lying outside the region of multiplicity.
Keeping the reboiler load constant at 39.87 MW, we see
from Fig. 10(a) that the perturbed steady state with
increased methanol feed #ow belongs to the high-conver-
sion branch. The perturbed steady state exhibits similar
temperature, composition and reaction pro"les as the
high-conversion steady state at the base case speci"ca-
tion. On the contrary, the perturbed steady state with
a decreased methanol feed #ow belongs to a low-conver-
sion steady-state branch.
As observed in Fig. 7(a) a decrease of the methanol feed
#ow can cause a transition from the high- to low-conver-
sion steady state, but no transition was observed from
a low- to a high-conversion steady state. This is clear
when considering that the perturbed steady state belongs
to the low-conversion branch. On the other hand, the
system possibly enjoys a transition from the low- to the
high-conversion steady state when methanol feed is

increased; see Fig. 8(a). In this case the perturbed steady
state is lying on the high-conversion branch.
Generally speaking, if the initial and the perturbed

steady states located outside a region of multiplicity are
lying on the same branch and exhibit similar column
pro"les a transition from one steady state to another is
not possible. On the other hand, if they are located on
di!erent branches a transition is very well possible.
Let us now consider the situation where we use the

molar bottom #ow rate as continuation parameter.
Fig. 11(a) shows the bifurcation diagram for NEQ model
as a function of the molar bottom #ow rate and methanol
feed #ow; the latter is used as the perturbation parameter.
The region of multiplicity is displayed in Fig. 11(b). We
have chosen a molar bottom #ow rate of 210 mol/s and
a methanol feed of 235 mol/s as base case con"guration;
see diamond in Fig. 11(b). The perturbed steady states
with #7 and !7% methanol feed #ow rates are not
located in the region of multiplicity; see square and circle
markers in Fig. 11(b). In contrast to the reboiler load
speci"cation, shown in Fig. 10, the perturbed steady state
with an increased methanol feed is located on the low-
conversion branch, whereas the perturbed steady state
with a decreased methanol feed is located on the high-
conversion branch. From this observation we would ex-
pect that a transition from high- to low-conversion
steady state is only possible if the methanol feed were
increased during the perturbation. As can be seen from
Fig. 12 this is true. A 1 h perturbation with 7% increase
of the methanol feed causes a transition from a high- to
a low-conversion steady state. For a !7% methanol
feed #ow perturbation the system reverts back to the
initial (high) steady state.
The dynamic response observed in Fig. 12 requires

further physical explanation. Fig. 13 shows the column
pro"les of the liquid #ow and the mole fractions of the
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Fig. 12. Dynamic response of the NEQmodel to #7 and !7% feed #ow perturbations, 1 h after column start-up and lasting for 1 h. Starting steady
state is the high-conversion one. The reboiler con"guration was speci"ed with a constant molar bottoms #ow rate of 210 mol/s.

Fig. 13. Column pro"les predicted by the NEQ model for the liquid molar #ow rate, iso-butene and MeOH mole fraction at t"1,2 and 25 h. The
MeOH feed #ow is perturbed by #7% 1 h after column start-up. The initial steady state is the high-conversion one. The reboiler con"guration was
speci"ed with a constant molar bottom #ow rate of 210 mol/s.

reactants for a #7% methanol feed #ow perturbation
when the molar bottom #ow rate is taken to be
210 mol/s. Since the molar bottom #ow rate is kept
constant, an increase or a decrease of the feed #ow rate
directly a!ects the internal molar #ow rates along the
entire column. Consequently, the enlarged methanol #ow
pushes iso-butene towards the rectifying section; see Fig.
13. Already at the end of the perturbation, t"2 h, a large
amount of methanol is distributed within the column and
iso-butene has been accumulated in the reactive and
rectifying section. This causes a higher MTBE produc-
tion in the top of the reactive section and MTBE de-
composition in the bottom, respectively. After 1 h the
feed is reset, but the system does not return to its initial
(high) conversion steady state any more.
The example above shows that the column speci-
"cations have a signi"cant impact on the open loop

dynamics. Although, multiple steady states have been
observed for both column speci"cations, "xed reboiler
heat duty and "xed molar bottom #ow rate, these two
column speci"cations do not always respond in the same
manner with respect to feed #ow perturbations. Table 2
summarises the predicted steady-state transitions
depending on perturbations in the feed #ow. It is worth
noting that the response of MeOH feed perturbation is
opposite for "xed reboiler duty and "xed molar bottom
#ow rate.

4. Dynamics of sieve tray vs. packed RD con5gurations

We now study the in#uence of hardware con"guration
on RD column dynamics. The sieve tray con"guration,
shown in Fig. 5(b) is compared with a column in which
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Table 2
In#uence of feed perturbation (up to 15%) causing a transition from one steady state to another when the reboiler heat duty or molar bottom #ow rate
is "xed. The table is based on the NEQ model. For "xed reboiler heat duty, qualitatively similar results are obtained with the EQ model taking
constant e$ciency E"0.8

Steady-state transition from high to low Steady-state transition from low to high

Perturbed feed #ow Fixed reboiler Fixed molar Fixed reboiler Fixed molar
(increase or decrease) heat duty bottoms #ow rate heat duty bottoms #ow rate

MeOH Decrease Increase Increase Decrease
iso-Butene Increase Increase Decrease Decrease
n-Butene Decrease Decrease Increase Increase

Fig. 14. Bifurcation diagrams for sieve tray and packed column con"g-
urations for MTBE synthesis. Calculations using NEQ model for both
con"gurations.

the reactive section is "lled with catalytically active pack-
ing material in the form of 0.25 in Raschig ring-shaped
ion-exchange (Amberlyst 15) catalyst packing as described
by Sundmacher and Ho!mann (1994). The speci"cations
of the reactive section are: column diameter"6 m, react-
ive packed zone height"0.7 m, speci"c packing sur-
face"600 m�/m�, void fraction in the column"0.72,
packing density"410 kg/m�, catalyst pore voidage"
0.45, ion-exchange capacity of catalyst"4.54 meq H�/g.
The nonreactive rectifying and stripping sections are
con"gured as sieve trays with exactly the same con"gura-
tion as in the foregoing simulations. In the NEQ model
for the reactive section the mass transfer coe$cients are
calculated using the Onda, Takeuchi, and Okumoto
(1968) correlation. The 0.7 m high packed reactive sec-
tion needs to be divided into a su$cient number of
`slicesa (" stages) for accurate calculations. Our study
shows that at least 88 slices are required for acceptable
accuracy. Increasing the number of slices beyond 88 does
not alter the results.
The bifurcation diagrams corresponding to Fig. 6 for

the sieve and packed column con"gurations are shown in
Fig. 14. For a reboiler heat duty of 39.87 MW both
con"gurations show steady-state multiplicity. The
dynamic simulations reported below have been carried
out with a reboiler duty of 39.87 MW with an initial
steady state that is chosen to be either at the high- or low-
conversion branches of the bifurcation diagrams.
Fig. 15(a) shows the RD column response to a !5%

perturbation in the MeOH feed #ow. While the tray
column recovers to its initial steady state, the packed
column su!ers transition to the low-conversion state.
Similar behaviour is observed for #2% iso-butene and
!1% n-butene feed #ow perturbations; see Fig. 15(b)
and (c). When starting at the high-conversion state, the
packed column is more sensitive to feed #ow perturba-
tions.
Fig. 16(a) shows the RD column response to a #15%

increase in the MeOH feed #ow when starting at the
low-conversion steady state. We now note that the
packed column returns to its initial state but the tray
column undergoes a transition to the high-conversion

steady state. Similar behaviour is observed for !7%
iso-butene and #3% n-butene feed #ow perturbations;
see Fig. 16(b) and (c). When starting at the low-conver-
sion state, the tray column is more sensitive to feed #ow
perturbations than the packed column.
In order to understand this behaviour we have to

extend our previous explanations. The packed column
con"guration is a hybrid column containing dumped
packing in the reactive section and stages in the nonreac-
tive zones. The residence time and hold-up on the stages
of the nonreactive zones are roughly the same for both
con"gurations, but the liquid hold-up and the residence
time in a staged reactive section are about 10 times larger
than in a packed column con"guration. Any disturbance
in the feed will propagate in the packed reactive section
much quicker than it does in a staged reactive section.
Intuitively, one would conclude that the packed column
is in general more sensitive to disturbances than a trayed
column. This only holds when operating at a high-con-
version steady state where the iso-butene concentrations
in the rectifying section are roughly the same for both
con"gurations. In this case the dynamics are predomi-
nantly in#uenced by the di!erence in residence times. The
system migrates from a high- to a low-conversion steady
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Fig. 15. Dynamic response to (a) !5% MeOH, (b) #2% iso-butene and (c) !1% n-butene feed #ow perturbations, 1 h after column start-up and
lasting for 1 h. Starting steady state is the high-conversion one. Comparison of NEQ models for tray and packed column con"gurations.

Fig. 16. Dynamic response to (a) #15%MeOH, (b) !7% iso-butene and (c) #3% n-butene feed #ow perturbations, 1 h after column start-up and
lasting for 1 h. Starting steady state is the low-conversion one. Comparison of NEQ models for tray and packed column con"gurations.

state as soon as the iso-butene recycle reaches a point
where it triggers high MTBE production rates at the top
of the reactive section. The quicker a disturbance propa-
gates, the easier the system su!ers a transition. This
con"rms our observations where the size and duration of
a perturbation causing a transition is in general smaller
for a packed than for a trayed column con"guration.
Operating at a low-conversion steady state we also

have to consider the initial iso-butene accumulation in
the rectifying section at steady state. The reaction rate at
the top of the reactive section is mainly determined by the
iso-butene supply from the rectifying section. When
shifting from a low- to a high-conversion steady state
iso-butene has to be `washed-outa in order to decrease
the MTBE production in the reactive section beneath.
Keeping in mind that the residence times in the rectifying
section are roughly the same for both con"gurations,
a steady-state transition depends on the type, size and
duration of the perturbation, on the propagation in the
column, as well as on the accumulation of iso-butene in

the rectifying section at low-conversion steady state. The
packed column con"guration exhibits a higher iso-bu-
tene concentration in the rectifying section and higher
reaction rates regarding the MTBE production and de-
composition. The reason for this is a lower mass transfer
resistance caused by higher interfacial area in the reactive
section. Although, a disturbance propagates much faster
in a packed reactive section, the high iso-butene concen-
tration in the rectifying section makes it less sensitive to
perturbations.
In order to illustrate this we focus on the top of the

reactive distillation column. Fig. 17(a) shows dynamic
responses of the iso-butene mole fraction on stage 3 and
the MTBE production rates on the stage (or equivalent
packing section) below. At the initial (low-conversion)
steady state the iso-butene mole fraction in the rectifying
section of the packed column is almost twice as high; see
t"0 in Fig. 17(a). When the iso-butene feed is decreased
by 7% at t"1 h, the disturbance propagates faster in the
packed section (indicated by the steep slope of the
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Fig. 17. Dynamic responses at the top of the column to !7 and !10% iso-butene feed #ow perturbations, 1 h after column start-up and lasting for
1 h. Starting steady state is the low-conversion one. Comparison of NEQ models for tray and packed column con"gurations.

iso-butenemole fraction on stage 3) than it does in case of
a trayed column. This, however, does not signi"cantly
a!ect the production rates in the top part of the packed
reactive section. The iso-butene supply from the rectify-
ing section is su$cient to sustain the MTBE production;
see Fig. 17(b). The system reverts back to its initial
low-conversion steady state; see also Fig. 16(b).
In case of a trayed column con"guration the 7%

decrease of iso-butene is su$cient enough to decrease the
iso-butene concentration in the rectifying section, and so
mitigate the MTBE production. Already after approxim-
ately 15 min the iso-butene mole fraction is reduced by
a quarter and the MTBE production rate has been hal-
ved; see Fig. 17(b). The system enjoys a transient to the
high-conversion steady state; see also Fig. 16(b).
Decreasing the iso-butene feed further to !10%

causes also the packed column to shift to a high-conver-
sion steady state. Shortly after the perturbation the
iso-butene in the rectifying section gets `washed-outa.
The internal dynamics are quick due to low residence
time in the packed section, and so the MTBE production
rates at the top of the packed section are restricted
rapidly.
The hardware design has a signi"cant impact on the

open loop dynamics of reactive distillation column. The

residence time distribution in the column and its steady-
state behaviour determine the underlying mechanism for
possible steady-state transitions. A packed reactive sec-
tion with faster dynamics need not be more sensitive, as
illustrated in the examples above.

5. Simulations of the experiments on TAME synthesis

Mohl et al. (1999) have recently published experi-
mental data on the synthesis of TAME in a packed RD
column. The column consists out of two sections, a react-
ive section at the top of the column and a stripping
section in order to purify TAME. The column diameter is
80 mm and each section has a height of 0.5 m. The feed is
located in the middle of the column between the reactive
and inert packing. Mohl et al. (1999) reported experi-
mental evidence of multiple steady states for a reboiler
load of 340 W. The phenomenon of steady-state multipli-
city can be reproduced using the NEQ model, wherein
the reaction is treated as pseudo-homogeneous and the
liquid phase nonideality is described by the Wilson
model. The NEQ model is modelled by 20 slice per
section using Onda et al. (1968) correlation for calculat-
ing the mass transfer coe$cients. The liquid hold-up in
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Fig. 18. (a) Bifurcation diagram for synthesis of tertiary amyl-ether (TAME) in packed RD column using EQ and NEQ models. Responses to
switching of feed to pure TAME calculated with NEQ model (b) at the bottom of the reactive section and (c) at the bottom of the stripping section.
Experimental data are from Mohl et al. (1999).

the packing is computed according to Mackowiak (1991)
as described by Kruse, Frieg, Wozny, Heromin, and
Johannisbauer (1995). Column design and speci"cation
have been taken over fromMohl et al. (1999). No further
adjustments were required to obtain a reasonable match
of the temperature column pro"les, which are in good
agreement with simulations reported by Mohl et al.
(1999). The details of the steady-state simulation proced-
ure have been published earlier; see Higler et al. (2000).
Fig. 18(a) shows the bifurcation diagram for varying heat
duty. An EQ model using 5 stage per section with an
e$ciency of 0.7 and the NEQ model results almost
coincide. In contrast to the previously studied MTBE
column mass transfer resistances appear to be circum-
stantial for the column con"guration under con-
sideration.
In the experiment, the liquid feed to the column was

switched to pure TAME for 1 h. The drums in the re-
boiler and condenser had been estimated to possess
a volume of 1 l. The experiments showed a transition
from the low- to the high-conversion steady state.
Fig. 18(b) presents the temperature beneath the reactive
section and Fig. 18(c) beneath the stripping section, re-
spectively. The simulation of the feed perturbation, using
the NEQ model developed in this paper is also shown in
Fig. 18(b) and (c). The solid line shows the liquid and the
dashed line the vapour temperature. It is noteworthy to
mention that parts of the column are predicted not to be
in thermal equilibrium, since an almost binary mixture of
TAME and n-pentane with large di!erences in boiling
and dew point temperatures gets totally reboiled.
The dynamic behaviour of the laboratory column is

strongly in#uenced by the high liquid hold-up in the
porous catalyst (Mohl et al., 1997, 1999). Although,
a constant fractional liquid hold-up in the packing has
been accounted for, the pseudo-homogeneous model is
obviously not able to describe intraparticle mass transfer,

energy and mass storage. The model also does not
account for possible in#uences, such as changes in oper-
ating pressure when switching feed or responses of
controllers. Since these phenomena are not modelled,
the simulations predict a rapid temperature and com-
position change at the beginning and end of the perturba-
tion. Despite the limitations of the model, the essential
features of the steady-state transitions are reproduced
lending credence to the dynamic model developed in this
paper.

6. Concluding remarks

We have developed a rigorous dynamic NEQ stage
model for RD columns. The rich dynamic features of RD
columns have been illustrated by a case study for MTBE
synthesis. Depending on the type, size and duration
a feed #ow perturbation can cause a transition from one
steady state to another. The underlying mechanism trig-
gering these transitions was revealed by means of study-
ing the internal iso-butene recycle #ows.
The EQ and NEQ models show some quantitatively

di!erent responses to feed #ow disturbances of MeOH,
iso-butene and n-butene. The e!ect of mass transfer on
internal iso-butene recycle predominantly causes this. An
EQ model with an e$ciency of 0.8 is generally less prone
to steady-state transitions.
The dynamics of the open loop column are strongly

in#uenced by the column speci"cation. A constant
reboiler heat duty or constant bottom molar #ow rate
speci"cation results in an intrinsic di!erent dynamic
behaviour.
The dynamic response of an RD column is also sensi-

tive to the hardware choice. The open loop dynamics are
predominately in#uenced by the storage capacities (at
steady state) and residence times in particular when
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focussing on hybrid columns. It is clear that the control
strategies to be adopted will also be determined by the
precise con"guration of the reactive section.

Notation

a interfacial area per unit volume, m��

A interfacial area, m�

A
���

active (bubbling) area on tray, m�

c number of components in the mixture, dimension-
less

c
�

total concentration, mol/m�

n
���

Maxwell}Stefan di!usivity, m�/s
E energy hold-up, J
� energy transfer rate, J/s
F feed stream, mol/s
h
��

clear liquid height, m
h
�

tray spacing, m
h



weir height, m
H molar enthalpy, J/mol
h heat transfer coe$cient, W/m� K
K vapour}liquid equilibrium constant, dimension-

less
¸ liquid #ow rate, mol/s
¸
�

interchange liquid #ow rate between horizontal
rows of cells, mol/s

M
���

molar hold-up of component i on stage j, mol
� mass transfer rate, mol/s
p
�

stage pressure, Pa
Q heat duty, J/s
r number of reactions, dimensionless
R

���
reaction rate, mol/m� s

� gas constant, J/mol K
¹ temperature, K
< vapour #ow rate, mol/s
= weir length, m
x mole fraction in the liquid phase, dimensionless
y mole fraction in the vapour phase, dimensionless
z mole fraction in the feed stream, dimensionless

Greek letters

� volumetric hold-up of phase, m�

� di!usion "lm thickness, m
� dimensionless coordinate, dimensionless
� mass transfer coe$cient, m/s
� chemical potential, J/mol

Subscripts

i component index
j stage index
k index
I referring to interface
t total

Superscripts

F referring to feed stream
¸ referring to liquid phase
¸f referring to liquid di!usion "lm
< referring to vapour phase
<f referring to vapour di!usion "lm
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