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Abstract

Molecular dynamics simulations have been carried out to determine the Maxwell–Stefan diffusivity –D of C1–C4 linear alkanes for a
range of molecular loadings, q, in AFI, MOR, MTW, and MFI zeolites. Configurational-Bias Monte Carlo simulations were used to
determine the thermodynamic correction factor, C ” o ln f/o lnq. For diffusion in the large 1D pores of AFI, –D is proportional to 1/C.
In other zeolite topologies with smaller pore sizes, though such a direct proportionality is not observed, the –D–q dependence appears
to be closely linked to the 1/C–q characteristics, especially when the latter exhibits strong inflection.
� 2006 Elsevier B.V. All rights reserved.
1. Introduction

Due to their regular nanometer sized pore structures,
zeolites are widely used as catalysts and adsorbents that
rely on either molecular sieving principles or subtle entropy
effects for achieving high selectivities in separation and
reaction applications [1–3]. For the design of catalytic
and separation processes employing zeolites it is necessary
to have accurate information on the Fick diffusivity D of
guest molecules, defined for one-component diffusion by [4]

N ¼ �qDrq ð1Þ
where N is the molar flux, q is molecular loading expressed
in moles/kg, and q is the framework density expressed as
kg/m3. In the alternative Maxwell–Stefan (M–S) approach
[4–6] the chemical potential gradient $l is used as the driv-
ing force and the M–S diffusivity –D is defined by

N ¼ �qq–D
1

RT
rl ð2Þ

where R is the gas constant, T is the temperature. The Fick
and M–S diffusivities are inter-related
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D ¼ –DC ð3Þ
where C is the thermodynamic correction factor

C � d ln f
d ln q

ð4Þ

The thermodynamic factor C can be determined from
knowledge of the adsorption isotherm that relates the
molecular loading q to the bulk gas fugacity f. If the
adsorption can be described by a single-site Langmuir
model, then

C ¼ 1

1� q=qsat

¼ 1

1� h
ð5Þ

where qsat is the saturation loading capacity and h ” q/qsat

is the fractional occupancy.
In general, both Fick and M–S diffusivities are depen-

dent on the loading q and this dependence is determined
inter alia by molecule–molecule interactions, zeolite topol-
ogy and connectivity as evidenced by both MD simulations
and experiments [7–15]. An important advantage of the M–
S formulation is that factors related to adsorption thermo-
dynamics are ‘factored’ out and therefore the –D is more
amenable to simple interpretation in terms of hopping of
molecules from one adsorption site to another. A molecule
can only hop to another site when the recipient site is
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vacant and therefore in the absence of intermolecular inter-
actions we may expect

–D ¼ –Dð0Þð1� hÞ ð6Þ
where the M–S diffusivity –Dð0Þ at zero loading can be ex-
pected to be proportional to the jump frequency and the
square of the mean jump distance between sites. For diffu-
sion of 2-methylhexane that hops from one intersection site
to another within the MFI framework, Kinetic Monte Car-
lo simulations [16] have demonstrated the validity of Eq.
(6). For FAU, that has cages separated by large 0.74 nm
sized windows, MD simulations [15,17,18] for a variety of
alkanes in FAU have shown that the occupancy depen-
dence of –D follows Eq. (6). This suggests that intermolecu-
lar interactions do not play a significant role in influencing
the loading dependence of the –D.

From Eq. (5) we note that the fractional vacancy (1 � h)
equals the inverse of the thermodynamic factor and there-
fore we may expect –D to be proportional to 1/C for the
more general case in which the adsorption isotherm does
not conform to the single-site Langmuir model. For diffu-
sion of C5–C8 alkanes in MFI an inflection in the loading
dependence of –D is observed and this is traced to an inflec-
tion in the sorption isotherm, described by a dual-site
Langmuir model [13].

Often the sorption isotherm cannot be represented either
by a single-site or even dual-site Langmuir model. In such
cases the thermodynamic factor needs to be determined by
numerical differentiation of the adsorption isotherm. Alter-
natively, C can be determined from molecular simulations
using the fluctuation formula derived by Reed and Ehrlich
[19]

C ¼ hNi
hN 2i � hNi2

ð7Þ
Fig. 1. Energy landscapes for (a) AFI, (b)
where N represents the number of molecules in the simula-
tion box and Æ. . .æ denotes ensemble averaging. This fluctu-
ation formula has been recently used in Monte Carlo
simulations of adsorption in zeolites [20].

In this Letter we investigate the loading dependence of
the M–S diffusivity –D for linear alkanes, in the 1–4 C atom
range, in one-dimensional channels of AFI, MOR and
MTW using MD simulations. We shall demonstrate that
the –D vs. q behavior is strongly influenced by 1/C vs. q.
For comparison purposes we also present diffusion data
for MFI that has intersecting channels structure.

2. CBMC and MD simulations

CBMC and MD simulations have been carried out to
study adsorption and diffusion of methane (C1), ethane
(C2), propane (C3), and n-butane (nC4) in AFI, MOR,
MTW and MFI zeolites. Fig. 1 shows the landscapes of
these zeolite topologies; the unit cell dimensions and crys-
tallographic data are available elsewhere [21,22]. For both
adsorption and diffusion simulations we use the united
atom model. The zeolite framework is considered to be
rigid. We consider the CHx groups as single, chargeless
interaction centers with their own effective potentials. The
beads in the chain are connected by harmonic bonding
potentials. A harmonic cosine bending potential models
the bond bending between three neighboring beads, a
Ryckaert-Bellemans potential controls the torsion angle.
The beads in a chain separated by more than three bonds
interact with each other through a Lennard-Jones poten-
tial. The Lennard-Jones potentials are shifted and cut at
1.2 nm. Configurational-Bias Monte Carlo (CBMC) simu-
lations were used to determine the sorption loadings and
also thermodynamic factor C by use of the Reed–Ehrlich
fluctuation formula (7). The CBMC simulation details,
MOR, (c) MTW, and (d) MFI zeolites.
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along with the force fields have been given in our earlier
publication [23]. The simulation box sizes were 2 · 2 · 10,
2 · 2 · 8, 1 · 20 · 1, and 2 · 2 · 4 unit cells, respectively,
for AFI, MOR, MTW, and MFI; it was verified that the
size of the simulation box was large enough to yield reliable
data on adsorption and diffusion. Periodic boundary con-
ditions were employed.

Diffusion in a system of N molecules is simulated using
Newton’s equations of motion until the system properties,
on average, no longer change in time. The Verlet algorithm
is used for time integration. The energy drift of the entire
system is monitored to ensure that the time steps taken
were not too large. A time step of 1 fs was used in all sim-
ulations. For each simulation, initializing CBMC moves
are used to place the molecules in the domain, minimizing
the energy. Next, a fixed number of MD initialization
cycles are performed, at which velocities are scaled each
cycle to the temperature. This is followed by a fixed num-
ber of equilibrium MD cycles. During the equilibrium
cycles, statistics are not updated, and the velocities are no
longer scaled at each cycle. After a fixed number of initial-
ization and equilibrium steps, the MD simulation produc-
tion cycles start. For every cycle, the statistics for
determining the mean square displacements (MSDs) are
updated. The MSDs are determined for time intervals
ranging from 2 fs to 1 ns. In order to do this, an order-N
algorithm, as detailed in Chapter 4 of Frenkel and Smit
[24] is implemented. The details on how diffusivities are
determined from the MSDs are to be found in Frenkel
and Smit [24]. The Nosé-Hoover thermostat is used to
main constant temperature conditions.

The Maxwell–Stefan diffusivity was determined for each
of the coordinate directions

–D ¼ 1

2
lim

Dt!1

1

N
1

Dt

XN

i¼1

ðriðt þ DtÞ � riðtÞÞ
 !2* +

ð8Þ

where ri(t) is the position of molecule i at any time t and N

is the number of molecules For AFI and MOR, the re-
ported diffusivities are for the z-direction, while for
MTW the diffusivity along the y-direction is reported.
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Fig. 2. (a) CBMC simulations of pure component isotherms in AFI of C1, C
diffusivity –D=–Dð0Þ in AFI of (b) C1, (c) C2, (d) C3, and (e) nC4. Also shown
For MFI, the average values calculated according to
–D ¼ ð–Dx þ –Dy þ –DzÞ=3 are presented. In all cases reported
here, the MSD values were linear in t and we found no evi-
dence of single file diffusion characteristics.

3. Simulation results

First let us consider adsorption and diffusion of C1, C2,
C3 and nC4 in AFI that has 1D channels of 0.73 nm in the
z-direction. The CBMC simulations of pure component
isotherms are shown in Fig. 2a. Our CBMC simulation
methodology [23], yields the molar loadings as functions
of the bulk gas fugacity f. For none of the molecules were
we able to fit the isotherms to either a single-site or dual-
site Langmuir model with good accuracy. The MD simula-
tion results for the M–S –D are normalized with respect to
the zero-loading values –Dð0Þ, and presented along with
the corresponding values of 1/C in Fig. 2b–e. For all four
alkanes there is good agreement between the loading
dependences of –D=–Dð0Þ and of 1/C. Of particular note is
the slight inflection in 1/C for C1 at q � 2.8; this inflection
behavior is also manifested in the dependence of –D on q.
An important consequence of diffusion data for linear alk-
anes in AFI presented here is that in view of Eq. (3) the
Fick diffusivity D will be practically independent of q. This
is a convenient result from a practical point of view.

The corresponding data for MOR are shown in Fig. 3.
For MOR, the diffusion is along the 12-ring channels run-
ning in the z-direction; the channel size is 0.65–0.7 nm,
smaller than for AFI. For both C1 and C2 there is good
match between the loading dependences of –D and of 1/C.
As was the case for C1 in AFI, the 1/C data for C1 in
MOR shows an inflection at q � 2.8; this inflection behav-
ior is also reflected in the –D vs. q data. For C3 and nC4 dif-
fusion in MOR, however, the –D=–Dð0Þ values fall less
sharply than 1/C does; this is due to the reduction in the
energy barrier for diffusion with increased loading, as dis-
cussed earlier [17]. For C3, the minimum in 1/C at
q � 1.1 leads to a corresponding minimum in –D.

The sorption and diffusion data for MTW are shown in
Fig. 4. For MTW, the diffusion is along the y-direction and
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Fig. 3. (a) CBMC simulations of pure component isotherms in MOR of C1, C2, C3 and nC4. MD simulation data (filled symbols) for normalized M–S
diffusivity –D=–Dð0Þ in MOR of (b) C1, (c) C2, (d) C3, and (e) nC4.
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Fig. 4. (a) CBMC simulations of pure component isotherms in MTW of C1, C2, C3 and nC4. MD simulation data (filled symbols) for normalized M–S
diffusivity –D=–Dð0Þ in MTW of (b) C1, (c) C2, (d) C3, and (e) nC4.
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the channel size is 0.56–0.6 nm, smaller than for MOR. For
C1 there is a reasonable correlation between the loading
dependences of –D and of 1/C, and there is inflection in both
–D and 1/C at q � 2. For C2, the slight inflection in 1/C at
q � 1.2 appears to have a disproportionately large influ-
ence on –D, that shows a sharp minimum at this loading;
the precise reasons for this are unclear. The diffusion
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Fig. 5. (a) CBMC simulations of pure component isotherms in MFI of C1, C
diffusivity –D=–Dð0Þs in MFI of (b) C1, (c) C2, (d) C3, and (e) nC4.
behavior of C3 and nC4 in MTW show a similar behavior
as in MOR; the –D=–Dð0Þ values fall less sharply than 1/C
does.

For comparison purposes, data on sorption and diffu-
sion in the intersecting channels of MFI zeolite, with chan-
nel sizes 0.51–0.56 nm, are shown in Fig. 5. For all
molecules the –D=–Dð0Þ values fall less sharply than 1/C.
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An explanation for the loading dependence of –D of C1 is
given by Beerdsen et al. [25]; increased loading alters the
energy barrier for diffusion and this influence is non-linear.
For C2, the slight inflection in 1/C at q � 2 causes a sharp
minimum in the value of –D; this inflection has been noted
earlier by Chong et al. [11], and appears to be analogous
to the behavior of C2 in MTW, and of C3 in MOR. The
diffusion of C3 and nC4 in MFI show a behavior similar
to that for these molecules in MOR and MTW; the
–D=–Dð0Þ values fall less sharply than does 1/C with q.

4. Conclusions

In this Letter we have investigated the loading depen-
dence of the M–S diffusivity –D of C1–C4 linear alkanes
in four zeolite structures. The pore size of the zeolite
appears to have a major influence on the –D vs. q character-
istics. For large pore AFI, the –D is proportional to 1/C.
This proportionately also holds for C1 and C2 diffusion
in MOR, that has slightly smaller pore size than AFI.
For all other guest–host combinations reported here,
–D=–Dð0Þ values fall less sharply with q than 1/C, suggesting
that the energy barrier for diffusion is influenced by the
molecular loading [10,15,17,25]. In all cases whenever –D

vs. q exhibits an inflection, this can be traced to an inflec-
tion in 1/C vs. q. Further work is required in order to
develop guidelines to predict the loading dependence of
the M–S diffusivity for various guest–host combinations.
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