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Abstract

Computational Fluid Dynamics (CFD) is used to investigate mass transfer from Taylor bubbles to the liquid phase in circular capillaries.
The liquid phase volumetric mass transfer coe1cient kLa was determined from CFD simulations of Taylor bubbles in up2ow, using
periodic boundary conditions. The separate in2uences of the bubble rise velocity, unit cell length, 3lm thickness, 3lm length, and liquid
di5usivity on kLa were investigated for capillaries of 1.5, 2 and 3 mm diameter. The mass transfer from the Taylor bubble is the sum
of the contributions of the two bubble caps, and the #lm surrounding the bubble. The Higbie penetration model is used to describe the
mass transfer from the two hemispherical caps. The unsteady-state di5usion model of Pigford is used to describe the mass transfer to
the downward 2owing liquid 3lm. The developed model for kLa is in good agreement with the CFD simulated values, and provides a
practical method for estimating mass transfer coe1cients in monolith reactors.
? 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Monolith loop reactors are gaining considerable attention
from academia and industry alike for carrying out solid
catalyzed gas–liquid reactions (Boger et al., 2003; Crynes
et al., 1995; Irandoust and Andersson, 1988a; Kapteijn
et al., 2001). Monolith loop reactors are being applied in
laboratory studies and in commercial practice for carry-
ing out reactions such as hydrogenations (Edvinsson and
Cybulski, 1995; Edvinsson et al., 1995; Nijhuis et al.,
2003), hydrodesulphurization (Irandoust and Gahne, 1990),
oxidations (Klingho5er et al., 1998) and Fischer-Tropsch
synthesis (de Deugd et al., 2003a,b). Monolith reactors
o5er many potential advantages over trickle beds, slurry
bubble columns and airlifts that include low pressure drop,
high mass transfer rates, and ease of scale up (Edvinsson
and Cybulski, 1995; Kreutzer, 2003; Nijhuis et al.,
2001; Stankiewicz, 2001). Provided the gas and liquid
phases are uniformly distributed over the various channels
of the monolith, commercial reactor of large dimensions
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can, in principle, be scaled up from information on the
hydrodynamics, mass transfer, and mixing within a sin-
gle channel that has dimensions typically in the 1–3 mm
range. Inside each capillary, we usually have Taylor 2ow
of gas bubbles, as shown schematically in Fig. 1a. In the
development and design of monolith loop reactors for fast
reactions, the mass transfer from the Taylor gas bubbles to
the surrounding liquid phase becomes an important limiting
factor (Heiszwolf et al., 2001; Irandoust and Andersson,
1988b, 1989; Irandoust et al., 1992; Kreutzer, 2003;
Kreutzer et al., 2001). Reliable estimation of the liquid phase
volumetric mass transfer coe1cient kLa, for gas–liquid
transfer, is essential in these cases.
Bercic and Pintar (1997) have put forward the following

empirical correlation for estimation of kLa:

kLa= 0:111
(UG + UL)1:19

((1− �G)LUC)0:57
; (1)

where UG and UL are the super3cial velocities of the gas
and liquid phases, �G is the gas holdup, and LUC is the unit
cell length. It is remarkable to note that the Bercic–Pintar
correlation for kLa shows no dependence on the channel
diameter, dc. The liquid phase di5usivity, D- , was not varied
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Fig. 1. (a) Schematic of Taylor bubble rise in a capillary. (b)–(d):
Liquid velocity vectors obtained from CFD simulations for dc = 3 mm,
Vb =0:45 m=s, LUC =0:04 m, �3lm =48 �m, �G =0:17, L3lm =5:31 mm,
D- = 1× 10−9 m2=s.

in their experiments and, consequently, does not appear in
Eq. (1). Irandoust et al. (Irandoust and Andersson, 1988b;
Irandoust et al., 1992) and Kreutzer (2003) have adopted
a more fundamental approach to the estimation of kLa.
They consider the separate contributions of the mass
transfer from the two hemispherical caps, and trans-
fer to the liquid 2owing down the sides of the bubble.
The channel diameter dc does in2uence the kLa of both
cap and 3lm contributions in the Irandoust and Kreutzer
approaches.
The major objective of the present work is to use Compu-

tational Fluid Dynamics (CFD) in order to study the sepa-
rate in2uences on kLa of various hydrodynamic and system
parameters such as bubble rise velocity Vb, LUC , �G, D- , and
dc. Such a study will provide insights into the mass transfer
mechanisms and allow more reliable scale up of monolith
reactors.
We begin with the development a fundamental, yet

simple, model for estimation of kLa. Subsequently, CFD
simulations are used to validate this model. The CFD
simulated kLa values are compared with the predictions
of Eq. (1).

2. Model for mass transfer coe�cient

We consider an idealized geometry for the Taylor bub-
bles, consisting of two hemispherical caps and a cylindrical

body; see Fig. 1a. Experimental observations using a
high-speed video camera with the air–water system con3rm
the idealized shape for Taylor bubbles (Vandu et al., 2004).
The liquid phase velocity vectors (obtained from CFD sim-
ulations, to be discussed later, and in a reference frame with
the bubble held stationary), are shown in Figs. 1b–d. Let us
3rst consider mass transfer from either hemispherical cap
to the surrounding liquid. The Higbie penetration model
(see p. 153 of Sherwood et al. (1975)) provides a phys-
ical picture of the mass transfer process. For the top cap
(Fig. 1c) a packet of liquid arriving at the wall will traverse
upwards along the surface of the cap right to the nose be-
fore being engulfed into the bulk liquid “slug”. Similarly,
for the bottom cap (Fig. 1d), a liquid element arriving at the
nose from the bulk liquid slug will be swept upwards along
the cap surface right up to the liquid 3lm at the wall. At this
juncture the element will be swept downwards and away
from the surface by the down2owing liquid. The average
distance travelled by the liquid packet will be one-half of the
bubble circumference, i.e. (�db=2) ≈ (�dc=2) and the
average contact time with the bubble, rising with a ve-
locity Vb is (�dc=2Vb). The penetration model for mass
transfer yields

kL;cap = 2

√
2
D- Vb
�2dc

= 2

√
2
�

√
D- Vb
dc

: (2)

A similar approach has been used by Kreutzer (2003) and
Irandoust et al. (Irandoust and Andersson, 1988b; Irandoust
et al., 1992), albeit with di5erent coe1cients preceding the
square root sign. The volumetric mass transfer coe1cient
kL;capacap is obtained by multiplying Eq. (2) with the speci3c
interfacial area for the two hemispherical caps

acap =
4

LUC
: (3)

We note that the bubble diameter is related to the channel
diameter by

db = dc − 2�3lm ; (4)

where �3lm is the thickness of the 3lm surrounding the bub-
ble. The 3lm thickness �3lm can be estimated from the fol-
lowing semi-empirical relation developed by Aussillous and
Quere (2000)

�3lm
dc

=
0:66Ca2=3

1 + 3:33Ca2=3
; Ca ≡ �LVb

�
; (5)

where Ca is the Capillary number. For the air–water system
and the range of bubble rise velocities and capillary diam-
eters in the 1–3 mm range, as encountered in practice, the
3lm thickness �3lm is of the order of 30–90 �m.
The second contribution to mass transfer is due to the 3lm

surrounding the bubble of length, L3lm. Depending on the
value L3lm and the contact time the transferring component
can penetrate deep into the 3lm. Pigford, in his 1941 Ph.D.
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thesis analyzed the transient mass transfer to a falling 3lm
in laminar 2ow; his analysis is most conveniently found on
p. 206 of Sherwood et al. (1975). The mass transfer coe1-
cient is given by

kL;3lm =
Q3lm

�dcL3lm
ln
(

1
M

)
; (6)

where Q3lm, is the volumetric 2ow of the liquid 3lm down
the walls and

M= 0:7857 exp(−5:121Fo) + 0:1001 exp(−39:21Fo)

+0:0360 exp(−105:6Fo) + 0:0181 exp(−204:7Fo)

+ : : : ; (7)

where the Fourier number is de3ned as

Fo ≡ D-

t3lm�23lm
(8)

and t3lm is the contact time of the liquid 3lm with the rising
Taylor gas bubble. This contact time can be evaluated if
the velocity of the falling liquid 3lm is known or can be
estimated (Thulasidas et al., 1995). In practice, it is more
convenient to evaluate kL;3lm for the limiting cases of Eq. (6)
for (a) Fo¡ 0:1, and (b) Fo¿ 0:1 corresponding to short
and long contact times respectively.

kL;3lm = 2

√
D-

�t3lm

ln(1=M)
(1−M)

; Fo¡ 0:1 (short contact)

kL;3lm = 3:41
D-

�3lm
; Fo¿ 1 (long contact): (9)

For long 3lm contact times with Fo¿ 0:8 and M → 0, the
liquid 3lm approaches saturation and its contribution to the
overall mass transfer process will be increasingly ine5ec-
tive. For all the CFD simulations to be reported later in this
paper, the conditions corresponded to Fo¡ 0:1, i.e. short
contact time and in no case was the 3lm saturated. The
models of Kreutzer (2003) and Irandoust et al. (Irandoust
and Andersson, 1988b; Irandoust et al., 1992) for kL;3lm are
based on the 3lm model and therefore applicable only for
long contact times.
The volumetric mass transfer coe1cient for the 3lm

kL;3lma3lm is obtained by multiplying either of the limiting
solutions in Eq. (9) with the speci3c interfacial area of the
3lm

a3lm = 4
L3lm
dc

1
LUC

: (10)

It is clear from Eqs. (2), (3), (9) and (10) that the sum of
the cap and 3lm contributions to mass transfer will depend
on several parameters: Vb, LUC , L3lm, t3lm, �3lm, D- , and dc.
It remains to resort to CFD simulations to verify the various
dependencies forecast by the model developed above.

3. CFD model development

The Taylor bubble is considered as a “void”, acting as
a free surface with the surrounding liquid phase; see the
computational domain pictured in Fig. 2a. The volume-
averaged mass and momentum conservation equations in the
Eulerian framework are given by

∇ • uL = 0; (11)

�L
@uL
@t

+∇ • (�LuLuL − �L(∇uL + (∇uL)T))

=−∇p+ �Lg; (12)

where �L, uL and �L. represent, respectively, the macro-
scopic density, velocity and viscosity of the liquid phase, p
is the pressure and g is the gravitational acceleration. Lam-
inar 2ow conditions are assumed to prevail.
A commercial CFD package CFX, version 4.4, of AN-

SYS, Inc., Canonsburg, USA was used to solve the equa-
tions of continuity and momentum. This package is a 3-
nite volume solver, using body-3tted grids. The grids are
non-staggered and all variables are evaluated at the cell
centres. An improved version of the Rhie–Chow algorithm
(Rhie and Chow, 1983) is used to calculate the velocity at
the cell faces. The pressure–velocity coupling is obtained
using the SIMPLEC algorithm (van Doormal and Raithby,
1984). For the convective terms in Eqs. (11) and (12), the
SUPERBEE-MUSCL di5erencing scheme was used (higher
order upwind scheme with 2ux delimiters). A fully implicit

Fig. 2. (a) Schematic overview of the computational domain of unit
cell with periodic boundary conditions at inlet and outlet. (b) Grid de-
tails for dc = 3 mm, Vb = 0:45 m=s, LUC = 0:04 m, �3lm = 48 �m,
�G = 0:17, L3lm = 5:321 mm. (c) Close-up view of grid near the bub-
ble edges. The cell size in the 3lm decreases exponentially in the di-
rection of the 3lm to facilitate accurate capturing of the second order
concentration gradient near the 3lm. The grid details are speci3ed in
Table 1.
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backward di5erencing scheme was used for the time inte-
gration.
The boundary condition was periodic in the vertical di-

rection (utop = ubottom ; ptop =pbottom). The hydrostatic pres-
sure drop of g�L is added as a source term to the momentum
balance equation (12) to correct for the periodic boundary
conditions.
Simulations were performed in a reference frame in which

the bubble is stationary and the system moves up with the
bubble rise velocity Vb. At the outer wall, the boundary
condition was set to uz = Vwall = −Vb, ur = 0, where r
and z are the radial and axial coordinates. The bubble sur-
face is speci3ed as free-slip: du⊥=dn = 0, with u⊥ being
the velocity component in the direction of the bubble sur-
face, and n is the normal direction to the bubble surface.
At the axis of symmetry, we have duz=dr = 0.

The simulations were carried out using axi-symmetric 2D
grids using cylindrical coordinates. The calculation of the
volumetric mass transfer coe1cient using CFD simulations
was carried out in two consecutive campaigns for hydrody-
namics (2ow 3elds) and mass transfer, respectively. In the
3rst campaign, the mass and momentum transfer equations
were solved using periodic boundary conditions at the inlet
and outlet to obtain the steady-state hydrodynamics. The
steady state solutions were typically obtained within 10,000
iterations and it was veri3ed that convergence was indeed
obtained.
The average liquid velocity is calculated from a summa-

tion over the cells at the top boundary of the computational
domain

uL;domain =

∑
top voliui∑
top voli

: (13)

Here, voli is the volume of cell i and ui is the vertical velocity
in cell i. The summation in Eq. (13) is over the total number
of cells at the top boundary. The super#cial liquid velocity
is now calculated from

UL = (uL;domain − Vwall)(1− �G); (14)

where the gas holdup �G is the bubble volume divided by
the unit cell volume.

�G =
bubble volume
LUC�d2

c=4
: (15)

The super3cial gas velocity is calculated from

UG = �GVb: (16)

The volumetric 2ow of liquid through the thin 3lm sur-
rounding the bubble, Q3lm, is calculated from the following
relation derived by Thulasidas et al. (1995) using a mass
balance over a cross section through the bubble and a cross
section through the liquid slug

AbVb = AcULS + Q3lm ; (17)

whereULS is the velocity of the liquid slug that is determined
from

ULS = uL;domain − Vwall: (18)

Rearranging Eq. (17) we get

Q3lm =
�
4
(d2

bVb − d2
cULS): (19)

The 3lm 2ow Q3lm calculated from Eq. (19) agrees with
the value obtained by integration of the velocity pro3le
in the 3lm between the bubble surface and the capillary
wall.
The converged velocity 3eld obtained was used in a sub-

sequent mass transfer simulation campaign, carried out in a
transient manner, for which 3000 time steps of 0:01 s were
used. The tracer concentration throughout the system was
initially set to zero. At t = 0, the tracer concentration at the
bubble surface was set to unity (a.u.) to determine the mass
transfer from the gas phase to the liquid phase. The follow-
ing equation is solved for the mass tracer:

@
@t
(�LCL) +∇ · (�LuLCL − D- �L∇CL) = 0: (20)

Here, CL is the concentration of mass-tracer in the liquid
(a.u.) and D- is the di5usion coe1cient of mass tracer in
the liquid. At the top and bottom, the periodic boundary
conditions were used: CL; top = CL;bottom. Zero tracer 2ux
was allowed through the outer wall: dCL=dr=0. Symmetry
conditions apply to the center axis: dCL=dr=0. At the bubble
surface, the concentration is speci3ed as CL;s = 1.

The total concentration of tracer in the system at each
time step was determined from

CL;system =
∑

domain voliCL; i∑
domain voli

; (21)

where the summation is carried out over all the volume
elements in the computational domain. The di5erence in
the CL;system values at two consecutive time steps is used
to determine the mass 2ux of tracer from the bubble to the
domain (liquid). The volumetric mass transfer coe1cient
kLa is then calculated from

kLa=
6ux

(CL;s − CL;cupmix)
(bubble surface area)
(unit cell volume)

; (22)

where the driving force for mass transfer is taken as the
di5erence in the concentration at the bubble surface (CL;s =
1) and the cup-mixed concentration of the liquid leaving the
top boundary at that time

CL;cupmix =

∑
top voliuiCL; i∑

top voliui
: (23)

The velocities ui in Eq. (23) are the ones obtained from
the simulations in the reference frame with the bubble held
stationary and the wall moving at a velocity Vb. The ui are
the velocity 3elds the bubble experiences.



J.M. van Baten, R. Krishna / Chemical Engineering Science 59 (2004) 2535–2545 2539

Circular capillary;

d
c 
= 3 mm; �film 

= 48 µm;

Ð = 1x10-9 m2 s-1;
Lfilm = 5.321 mm;

Time/ [s]

0.01 0.1 1 10

V
ol

um
et

ric
 m

as
s 

tr
an

sf
er

 c
oe

ffi
ci

en
t, 

k La
 / 

[s
-1

]

0.00

0.02

0.04

0.06

0.08

0.10

72890 grid cells

(a) Total number of grid cells

103 104 105 106

Circular capillary;

dc 
= 3 mm; �film 

= 48 µm;

Ð = 1x10-9 m2 s-1;
Lfilm 

= 5.321 mm;

(b)

V
ol

um
et

ric
 m

as
s 

tr
an

sf
er

 c
oe

ffi
ci

en
t, 

k La
 / 

[s
-1

]

0.00

0.02

0.04

0.06

0.08

0.10

Fig. 3. (a) Values of kLa from transient mass transfer simulation campaign for dc = 3 mm, Vb = 0:45 m=s, LUC = 0:04 m, �3lm = 48 �m, �G = 0:17,
L3lm = 5:321 mm. Animations showing the dynamics of mass transfer can be viewed on our website (van Baten and Krishna, 2004). (c) Variation of
kLa with number of grid cells used for the computational domain.

Table 1
Details of variations of parameters and grid cells used in the simulations

dc= LUC= Vb= L3lm= �3lm= �G= Total Smallest cell

(mm) (mm) (m=s) (mm) (�m) (−) grid cells size/(�m)

3 40 0:15; 0:2; 0:3; 0:45; 0:55 5.23 48 0.17 72890 1.00

3 50 0:15; 0:30; 0:45; 0:55 5.23 48 0.136 93090 1.00

3 35 0:30; 0:45; 0:55 5.23 48 0.194 62790 1.00

3 35; 40; 50 0.30 5.23 48 0.5 62790 – 93090 1.00

3 15; 20; 25; 30; 35; 40; 50 0.45 5.23 48 0.136 – 0.453 22390 – 93090 1.00

3 35; 40; 50 0.55 5.23 48 0.136 – 0.194 62790 – 93090 1.00

3 40 0.45 5:23; 5:74; 6:51; 10:77; 15:04; 19:31 48 0.17 – 0.5 51176 – 72890 1.00

3 40 0.45 5.23,5.74 10,48,100 0.17 70257 – 77300 0.5

2 40 0:15; 0:3; 0:45 5.90 32 0.170 50658 0.60

2 15; 25; 40 0.45 5.90 32 0.170 – 0.453 17158 – 50658 0.60

1.5 40 0:15; 0:3; 0:45 6.24 24 0.170 74912 0.40

1.5 15; 25; 40 0.45 6.24 24 0.17 – 0.453 24412 – 74912 0.40

For a typical run, with dc =3 mm, Vb =0:45 m=s, LUC =
0:04 m, �3lm =48 �m, �G =0:17, L3lm =5:321 mm, the val-
ues of kLa calculated at each time step using Eq. (22) are
shown in Fig. 3a. We note that the kLa reaches a quasi-steady
state value after about 1 s and this is the value reported in
this paper. We also tested grid convergence on the simulated
kLa values; see Fig. 3b. Each simulation was carried out in
three stages: (1) Solution of the steady-state hydrodynamics
to obtain the velocity 3elds using a coarse grid with 3300
cells, (2) Using this converged velocity 3eld as a starting
guess, solution of the hydrodynamics for a #ner grid, and
(3) Transient mass transfer simulations using the converged
velocity 3elds obtained with the #ner grid. While a total of
3300 cells is adequate to obtain convergence on the velocity
3eld in the 3rst stage of the computations, we need at least
72890 cells to obtain kLa values that are within 5% of the

3nal converged values. To correctly capture the steep con-
centration gradients near the bubble surface and in the 3lm
between the bubble and wall, we used a cell size smaller
than 1 �m close the surface, with an exponential increase
away from the surface as shown in Figs. 2b and c.
A total of 40 simulations with varying parameter values

dc, Vb, LUC , L3lm, �3lm, and D- were carried out on Linux
PCs with a single AMD XP processor. The details of pa-
rameter values used in these simulations are listed in Table
1, along with the total number of grid cells and smallest cell
size. Each hydrodynamic simulation on the coarse grid was
solved in a matter of minutes, each hydrodynamic simulation
on the 3ne grid took several hours. Each dynamic mass tracer
run also took several hours. Animations showing the dynam-
ics of mass transfer can be viewed on our website (van Baten
and Krishna, 2004).
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4. Discussion of simulation results for kLa

Consider 3rst a simulation campaign in the 3 mm
capillary with a unit cell length LUC = 0:04 m, with
varying values of the Taylor bubble rise velocity, Vb.
The liquid phase velocity pro3les at the top of the
computational domain (liquid outlet) are shown in
Fig. 4a, in the reference velocity frame with a sta-
tionary wall (these values are obtained by adding the
bubble rise velocity to the values obtained from the
simulations, e.g. shown in Figs. 1b–d). The velocity
pro3les are parabolic in shape with a maximum veloc-
ity at the centre of the channel that is twice the value of
the liquid slug velocity, ULS . The liquid velocity pro3les
within the 3lm are shown in Fig. 4b. The velocity of the
liquid at the surface of the 3lm is one and a half times
the average liquid velocity, in keeping with the classical
solution for the velocity 3elds in falling 3lms; see p. 78
of Sherwood et al. (1975). In Fig. 4c, we see that the
magnitude of the velocity of the liquid 3lm at the sur-
face next to the Taylor bubble, V3lm, increases linearly
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Fig. 4. Radial distribution of liquid velocity (a) at the outlet of the computational domain cell, and (b) within the 3lm surrounding the bubble. In these
simulation campaigns dc =3 mm, Vb=0:45 m=s, LUC =0:04 m, �3lm =48 �m, �G =0:17, L3lm =5:321 mm, D- =1×10−9 m2=s. The velocity pro3les in
(a) and (b) are in the reference frame with respect to a stationary wall. (c) Dependence of surface velocity of the liquid 3lm on the bubble rise velocity
Vb for di5erent channel diameters, dc =1:5 mm (�3lm = 24 �m, L3lm = 6:289 mm), 2 mm (�3lm = 32 �m, L3lm = 5:966 mm) and 3 mm (�3lm = 48 �m,
L3lm = 5:321 mm). (d) Dependence of (UG +UL) on the bubble rise velocity Vb for channel diameters dc = 1:5 mm(�3lm = 24 �m, L3lm = 6:289 mm),
2 mm (�3lm = 32 �m, L3lm = 5:966 mm) and 3 mm (�3lm = 48 �m, L3lm = 5:321 mm).

with Vb. Since the bubble rises upwards counter-current
to the liquid 3lm the contact time, t3lm, between the
bubble and the liquid 3lm for a 3lm of length L3lm is
to be calculated using t3lm = L3lm=(Vb + V3lm) where
we note that V3lm has a negative value, as shown in
Fig. 4c. The value of (UG + UL) is slightly smaller than
the value of the bubble rise velocity, Vb and this is due
to the back2ow of liquid through the 3lm as described
by Eq. (17); see Fig. 4d. With increasing Vb the 2ow
of liquid through the 3lm surrounding the bubble, Q3lm

also increases, thus increasing back2ow. This explains
the increasing deviation between (UG + UL) and Vb with
increasing Vb.
With increasing values of Vb both kL;cap and kL;3lm are

increased due to shorter contact time for both cap and 3lm
contributions, as can be seen by examination of Eqs. (2)
and (6). As seen in Fig. 5a, the kLa values show a linear
dependence on

√
Vb, in keeping with the penetration model

for the cap and 3lm region. This is because for the range of
parameter values listed in Table 1, the values of Fo¡ 0:1
and therefore the penetration model applies to the 3lm.
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δ

0 20 40 60 80 100 120
0.00

0.02

0.04

0.06

0.08

0.10

0.12

dc = 3 mm; εG = 0.17;

Ð = 1x10-9 m2 s-1;
LUC = 4 mm; Lslug = 3.32 mm

= 0.45m /s;

(b)

V
ol

um
et

ric
 m

as
s 

tr
an

sf
er

 c
oe

ffi
ci

en
t, 

k La
 / 

[s
-1

]

Ð1/2/ [10-6
 
m s -1/2]

0 20 40 60 80 100
0.00

0.05

0.10

0.15

0.20

0.25

dc = 3 mm; εG = 0.17; δ film = 48 µm;
LUC = 4 mm; L film = 5.321 mm;
V

b
V

b
= 0.45 m/s;

(c)

V
ol

um
et

ric
 m

as
s 

tr
an

sf
er

 c
oe

ffi
ci

en
t, 

k La
 / 

[s
-1

]

L
film 

/[mm]

0 5 10 15 20 25
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

d
c 

= 3 mm; �
film

= 48 µm;

Ð = 1x10-9 m2 s-1;
LUC = 4 mm; Vb =0 .45 m/s;

(a)

V
ol

um
et

ric
 m

as
s 

tr
an

sf
er

 c
oe

ffi
ci

en
t, 

k La
 / 

[s
-1

]

film 
/ [µm]

Fig. 6. Dependence of the volumetric mass transfer coe1cient on (a) length of liquid 3lm, (b) thickness of liquid 3lm, and (c) liquid phase di5usivity. In
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For the bulk of the simulations performed in this the contri-
bution of the 3lm amounted to 60–80% of the overall kLa
values. The continuous lines in Fig. 5a represent the calcu-
lations using

kLa= kL;capacap + kL;3lma3lm (24)

using Eqs. (2), (3), (9) and (10). The agreement between
the CFD simulated kLa values with Eq. (24) is very good,
for a range of unit cell lengths LUC=0:035; 0:04 and 0:05 m.

From Eq. (24) we should also expect kLa to show an
inverse dependence on the unit cell length, LUC . This is
indeed found to be the case for simulation campaigns in
which the unit cell length is varied for a constant bubble rise
velocity; see Fig. 5b.
When the length of the liquid 3lm L3lm is increased, there

are two opposing outcomes. The interfacial area a3lm in-
creases, while the kL;3lm decreases. The overall result is a
less-than-proportionate increase in the kLa; this is seen in
Fig. 6a.

Fig. 6b shows the in2uence of varying 3lm thickness
�3lm = 10; 48 and 100 �m on kLa. Our simple model
Eq. (24) predicts that the kLa is independent of the 3lm
thickness, because both cap and 3lm mass transfers take
place in the penetration regime. The CFD simulations show
a minor dependence of kLa on �3lm, perhaps due to grid
convergence di5erences for thin and thick 3lms. The sim-
ulation results presented in Fig. 6c for the in2uence of the
liquid phase di5usivity D- , con3rms the square-root depen-
dence suggested by the penetration model for both cap and
3lm regions.
In sharp contrast to the 3ndings of the Bercic–Pintar cor-

relation (1), Eq. (24) anticipates a dependence of kLa on the
channel diameter dc. This is because kL;cap is inverse propor-
tional to

√
dc and a3lm is inverse proportional to dc. The sim-

ulation results for 1.5, 2 and 3 mm channels, for (a) varying
bubble rise velocity and (b) varying unit cell length, con3rm
this channel diameter dependence; see Fig. 7a,b. We also
note that Eq. (24) captures the dc in2uence correctly. For
the 1:5 mm diameter capillary the predictions of kLa using
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Eq. (24) are slightly higher than the CFD simulated values
perhaps due to overestimation of the contribution of the 3lm
mass transfer.
It is interesting to compare our CFD simulation results

with the Bercic–Pintar correlation (1). Since the di5usiv-
ity values used in our simulations, D- = 1 × 10−9 m2=s,
are lower than the value in their experiments (di5usiv-
ity of methane in water, D- = 2 × 10−9 m2=s, interpo-
lated using the experimental data reported by Poling
et al. (2001)), the CFD simulated kLa need to be multiplied
by

√
2, when comparing with Eq. (1). Fig. 8a presents a

comparison of Eq. (1) with the experimental kLa data
of Bercic and Pintar (1997) and the CFD simulated kLa
values for 1:5 mm diameter channel. The agreement be-
tween the experiment and CFD simulations is remark-
ably good. It must however be remarked that data of
Bercic and Pintar were obtained with relatively large unit
cells, up to 0:22 m in length, leading to values of kLa
largely in the 0.01–0:3 s−1 range. Our CFD simulations
cover the practically more important range of values for
LUC = 0:015–0:05 m, yielding signi3cantly higher kLa
in the 0.1–0:7 s−1 range. Fig. 8b presents a comparison
of Eq. (1) with the experimental kLa data of Bercic and
Pintar (1997) obtained with a 2:5 mm capillary with the
CFD simulated kLa values for 2 mm diameter channel.
There is reasonable agreement with CFD simulated values
and experiment but we note that the CFD simulations tend
to yield lower kLa values than predicted by Eq. (1), with
increasing values of (UG + UL)1:19=((1 − �G)LUC)0:57. The
comparison of the kLa data of Bercic for 3:1 mm channel are
compared with CFD simulations in Fig. 8c. There is only
a small region of overlap of the data. The CFD simula-
tions yield signi3cantly lower kLa values than predicted
by Eq. (1).
In order to reconcile the Bercic–Pintar experimental data

with the mass transfer model developed in this paper we

examined their data carefully and eliminated those for which
the estimated contact time for the 3lm t3lm was such as to
yield high Fo and therefore close-to-saturation conditions.
From the remainder of the data we selected a set where the
unit cell length was kept constant in the range LUC =0:057–
0:058 m. The experimental kLa values for this selected
data set are plotted in Fig. 8d against

√
Vb. We note that

kLa values show a linear dependence on
√
Vb in keep-

ing with the penetration model for both cap and 3lm
regions. Furthermore we see that the data for 1:5 mm
diameter capillary are systematically higher than those
for the 2.5 and 3:1 mm diameter capillaries. This ob-
servation is entirely in line with our CFD simulations
shown in Fig. 7a.
We must conclude that for large values of bubble rise

velocity, and small unit cells, the predictions of Eq. (1) are
not good and do not re2ect the in2uence of the channel
diameter on kLa.

5. Conclusions

CFD simulations have been used to validate a fun-
damental model for mass transfer from Taylor bubbles
to the surrounding liquid, given by Eqs. (2), (3), (9),
(10) and (24), involving the sum of the contributions
of the “cap” and “3lm” regions. This model shows that
kLa is a5ected by several parameters including the bub-
ble rise velocity Vb, unit cell length LUC , length of liquid
3lm L3lm, liquid di5usivity D- , and the channel diame-
ter dc. The CFD simulations of kLa for 1:5 mm capil-
lary agree remarkably well with the experimental data
of Bercic and Pintar (1997), and also the predictions of
their empirical correlation given by Eq. (1). However,
for larger channel diameters the CFD simulations show
a signi3cant deviation from the predictions of Eq. (1)
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√
Vb.

especially for large values of bubble rise velocity, and small
unit cells.
The developed fundamental model provides good pre-

diction of kLa over a wide range of parameter val-
ues and provides a more reliable procedure for estima-
tion of gas–liquid mass transfer coe1cients in monolith
reactors.

Notation

a gas–liquid interfacial area per unit cell volume,
m2=m3

A cross sectional area, m2

C concentration of tracer in liquid phase, a.u.
Ca Capillary number, dimensionless
dc capillary diameter, m
db bubble diameter, m
D- liquid phase di5usivity, m2=s
Fo Fourier number for di5usion in liquid 3lm, di-

mensionless
g gravitational vector, m s−2

kL liquid phase mass transfer coe1cient, m/s
Lslug length of liquid slug; see Fig. 1(a), m
LUC unit cell length, m
L3lm length of liquid 3lm; see Fig. 1(a), m
n vector normal to the surface, dimensionless
p system pressure, Pa
Q3lm volumetric liquid 3lm 2ow; m3=s
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r radial coordinate, m
t time, s
t3lm contact time of liquid 3lmwith Taylor gas bub-

ble, m/s
u liquid velocity vector, m/s
u velocity in z-direction, m/s
UG super3cial gas velocity, m/s
UL super3cial liquid velocity, m/s
ULS mean velocity of liquid slug, m/s
Vb Taylor bubble rise velocity, m/s
V3lm velocity at surface of liquid 3lm, next to bub-

ble, m/s
Vwall velocity of wall boundary condition in

simulations, equal to Vb;m=s
z axial coordinate, m

Greek letters

�3lm thickness of 3lm surrounding bubble, m
M parameter de3ned by Eq. (7), dimensionless
�G gas holdup, dimensionless
�L liquid viscosity, Pa s
�L density of liquid phase, kg=m3

� surface tension, N=m1

Subscripts

b refers to Taylor bubble
bottom bottom boundary of computational domain
c refers to capillary
cap refers to hemispherical cap
domain in computational space
3lm refers to liquid 3lm
G refers to gas phase
i referring to cell number i
L refers to liquid phase
s at the bubble surface
top top boundary of computational domain
UC refers to unit cell
wall refers to wall
z in axial direction
⊥ perpendicular
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